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Foreword

The reach of technology is extending into more and more sensitive and complex arenas, 
from credit decisions and medical diagnoses to sentencing — to name just a few. It 
impacts everyday interactions with ourselves, friends and family; it affects our lives as 
employees, customers and citizens. We must, as technologists, actively take responsibility 
for these impacts, and the unintended consequences of our work — amplifying the 
positive and mitigating the negative. 

The tools and techniques in this Responsible tech playbook help teams identify strategies 
to be more inclusive, aware of bias, transparent and to mitigate negative unintended 
consequences. Using these approaches helps technologists examine their product and 
technology choices from multiple perspectives, increasing the likelihood that harmful or 
unintended consequences will be uncovered.

While our industry doesn’t have an analogue to the Hippocratic oath or professional 
licensing standards, as found in other professions, we still need to consider what 
responsibilities we have to those who use the technology that we build, as well as those 
who are invisible during the design process. This playbook is a way to start building 
Responsible tech from the beginning.

Rebecca Parsons
Thoughtworks CTO
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Our mission
Helping organizations navigate the ethical risks  
emerging in an increasingly digital world
Businesses are increasingly aware the technology they create can have massive ethical 
(and associated reputational and financial) consequences. When developing products, more 
organizations are trying to tread carefully — but technology is a vast, complex and shifting 
field, and when it comes to measuring the potential impact of what they’re building, people 
often aren’t sure where to start. 

This book highlights some of the leading tools that any organization or team can realistically 
adopt. The tools can help analyse technology and development processes for potential ethical 
challenges, and start on the path to a more responsible technology practice. The emphasis 
is on practical, participatory techniques that anyone — not just technology specialists — can 
adopt and benefit from, and use to increase their understanding of how technology interacts 
with society.

The playbook is like a cookbook: start using the recipes but also get inspiration from others, 
find out what suits your context and develop your own skills. Start small, use it frequently and 
build your culture and capabilities — as an individual, a team, and an organization. It’s like a 
muscle you build with regular exercise. 

We would love to hear from you about your experiences, other tools, tips on how you use 
them, and the impact they made. The goal is to further support and catalyze the successes 
made in this field.

Alexander Steinhart
Editor & on behalf of the playbook’s stewards
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What is Responsible tech?
Aligning technology and business behavior with society’s and 
individual’s interests.

Responsible tech is a way of working that aligns technology and business  
behavior with society’s and individual’s interests. It explores and actively considers 
the values, unintended consequences and negative impacts of tech, and actively 
manages, mitigates and reduces risk and harm. We consider notions of ethics, 
individual and human flourishing, social structures, inclusivity and equity, civil 
liberties and democracy. We are striving to reach a state where technology doesn’t 
exploit us — it supports us.

This is driven by digital technologies which are becoming ever closer to ubiquity. 
They move at the core of our individual use and of our societies. As people rely 
more on technology for daily activities, they are also more subject to unintended — 
or downright hostile – consequences.

The combined effect of greater automation — action with real-world consequences 
without human intervention — and increasing complexity of technology systems 
leads us to less predictability and more significant impact. Therefore, the need for 
such mature risk management and security practices has never been higher.

At the same time, “tech” and “society” are becoming increasingly inextricably 
intertwined, with technology affecting human behavior and human behavior 
affecting technology. Therefore, the need for such value-explicit practices on how 
we create futures that our communities and we desire is high.
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Operationalizing Responsible tech 
When you seek to further embed and operationalize Responsible tech — to keep 
the ability to innovate with greater confidence, and foster trust with stakeholders, 
consumers and the broader public — these five fields will help you to get started: 
inquiry, methodology, constituencies, diversity, and capability.

Constituencies
Make sure multiple stakeholders

are considered

Methodology
Formalize ethical processes

where feasible

Inquiry
Ask the tough questions,

systematically

Diversity
From the start, get a range
of viewpoints in the room

Capability
Constantly improve the
organization and its products

Responsible
tech

The Responsible tech tools in this playbook will help you with methodology and 
inquiry, formalize processes, and systematically ask the tough questions. However, 
you still need to ensure that multiple stakeholders (constituencies) and a range of 
viewpoints (diversity), including ethics experts, are considered. Lastly, you need to 
allocate resources to build and improve this culture and capabilities continuously.
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Responsible tech:  
why it matters 

Demands (or impact) and benefits
• Ninety-seven percent of consumers expect  

brands to use technology ethically while  
innovating (source)

• Seventy percent of consumers say improved 
ethics make them more likely to buy from a  
brand (source)

Challenges and consequences 
• Only nineteen percent of people believe tech 

products and services are designed with their  
best interests in mind (source)

• Eighty-six percent of consumers are likely  
to sever ties with businesses that use data 
unethically (source) 
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The consequences of not incorporating responsible 
and ethical thinking can be devastating to our identity, 
health, business, economics, political systems and our 
social cohesion. As technologists, the tools we apply 
can help prevent these drastic consequences.

Explore the broader Responsible tech context in our Social impact report: Tech at the core of society.
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Responsible tech 
tools and practices
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Responsible tech in the  
development lifecycle
You can integrate responsible tech at all stages of the product development cycle. During the 
divergent phases, tools that open up perspectives and unpack stakeholder value are especially 
suitable. During the convergent phases, mitigating tools magnify.
See how to further operationalize Responsible tech on page seven.

Define strategy
Understand why and define how

Discover Define
Build the

right thing
with lean product

development

Build the
thing right

via continuous
integration &

delivery

Execute solution
Create the outcome

Design Deliver
Build

Measure
Learn

Open up
perspectives

Mitigate
potential risks

Unpack
stakeholder
values
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Choosing the 
right tools
Use this key to help you decide which 
tools are best suited to your team’s 
situation and goals 

Open up perspectives
Solicit different points of view to think  
through a wider range of potential  
consequences and outcomes.

Mitigate potential risks
Identify and address ethical challenges  
and vulnerabilities before they become  
bigger problems.

Unpack stakeholder values
Ensure the technology is designed to meet  
the needs and support the values of those  
it is intended to serve.
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Methods and tools index
In alphabetical order

For additional approaches and methods, see pages 41–47.

page 16

Agile Threat 
Modeling

Ideation
Phase 1

1
Explain focus of event 
and post up intended 
consequences

Introduction 2
Ask participants Q1. 
Everyone takes quiet 
time to answer based 
on their expertise and 
experience

Quiet time

3
Participants post up; 
similar ideas are 
grouped together

Affinity sorting

4
Participants have 
another opportunity to 
add new consequences 
based on other posts

Quiet time

5
Sort the consequences 
into action categories - 
act, influence or monitor

Action sorting

6
Once sorted, ask Qs 2 & 3. 
Everyone can vote all at 
once on the posts.  

Dot voting

8
Thank everyone 
for participating

End

7
What do the consequences you 
can act on mean for your 
product? Are there any quick 
wins? Assign responsibilities.

Discussion

Consequence Scanning 
Recommended Structure

Action
Phase 2

page 18

Consequence 
Scanning

Data sources

Your reason for 
using data

Engaging with 
people

Limitations in 
data sources

Communicating 
your purpose

Openness and 
transparency

Sharing data 
with others

Positive effects 
on people

Ongoing 
implementation

Ethical and 
legislative context

Negative effects 
on people

Reviews and 
iterations

Rights around 
data sources

Minimising 
negative impact

Your actions

2019-05

Are you going to be sharing data with other 
organisations? If so, who? 

Are you planning to publish any of the data? 
Under what conditions?

What existing ethical codes apply to your sector 
or project? What legislation, policies, or other 
regulation shape how you use data? What 
requirements do they introduce?

Consider: the rule of law; human rights; data 
protection; IP and database rights; anti-
discrimination laws; and data sharing, policies, 
regulation and ethics codes/frameworks specific 
to sectors (eg health, employment, taxation).

How will ongoing data ethics issues be 
measured, monitored, discussed and actioned?

How often will your responses to this canvas be 
reviewed or updated? When?

What actions will you take before moving 
forward with this project? Which should take 
priority?

Who will be responsible for these actions, and 
who must be involved?

Will you openly publish your actions and 
answers to this canvas?

Where did you get the data from? Is it produced 
by an organisation or collected directly from 
individuals?

Was the data collected for this project or for 
another purpose? Do you have permission to 
use this data, or another basis on which you’re 
allowed to use it? What ongoing rights will the 
data source have?

Are there limitations that could influence your 
project’s outcomes? 

Consider:

 > bias in data collection, inclusion/exclusion, 
analysis, algorithms

 > gaps or omissions in data

 > provenance and data quality 

 > other issues affecting decisions, such as team 
composition

Name/describe your project’s key data sources, 
whether you’re collecting data yourself or 
accessing via third parties.

Is any personal data involved, or data that is 
otherwise sensitive?

What is your primary purpose for collecting and 
using data in this project? 

What are your main use cases? What is your 
business model?

Are you making things better for society? How 
and for whom?

Are you replacing another product or service as 
a result of this project? 

How can people engage with you about the 
project?

How can people correct information, appeal 
or request changes to the product/service? 
To what extent?

Are appeal mechanisms reasonable and well 
understood?

How open can you be about this project? 
Could you publish your methodology, metadata, 
datasets, code or impact measurements?

Can you ask peers for feedback on the project? 
How will you communicate it internally?

Will you publish your actions and answers to this 
canvas openly?

Are you routinely building in thoughts, ideas 
and considerations of people affected in your 
project? How?

What information or training might be needed to 
help people understand data issues?

Are systems, processes and resources available 
for responding to data issues that arise in the 
long-term?

Do people understand your purpose – especially 
people who the data is about or who are 
impacted by its use?

How have you been communicating your 
purpose? Has this communication been clear?

How are you ensuring more vulnerable 
individuals or groups understand?

Which individuals, groups, demographics or 
organisations will be positively affected by this 
project? How?

How are you measuring and communicating 
positive impact? How could you increase it?

Who could be negatively affected by this project?

Could the way that data is collected, used or 
shared cause harm or expose individuals to risk 
of being re-identified? Could it be used to target, 
profile or prejudice people, or unfairly restrict 
access (eg exclusive arrangements)?

How are limitations and risks communicated to 
people? Consider: people who the data is about, 
people impacted by its use and organisations 
using the data.

What steps can you take to minimise harm?

How could you reduce any limitations in your 
data sources? How are you keeping personal and 
other sensitive information secure?

How are you measuring, reporting and acting on 
potential negative impacts of your project?

What benefits will these actions bring to your 
project?

theodi.org/tools  

Data Ethics Canvas

Open Data Institute #DataEthicsCanvas This text is licensed under a Creative Commons
Attribution-ShareAlike 4.0 UK. International Licence
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Data Ethics  
Canvas 
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Ethical Explorer
100

300

200

300

EXCLUSION

ALGORITHMIC BIAS

How will we promote fairness?

OUTSIZED POWER

How will we promote choice?

SURVEILLANCE

How will we protect privacy?
DISINFORMATION

How will we promote truth?

ADDICTION

How will we promote healthier behaviors?

How will we enable equity?

DATA CONTROL

How will we enable transparency?

BAD ACTORS

How will we promote civility?

4 5

EXPLORING THE   
TECH RISK ZONES
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InterpretML

page 24

Ethical OS

Failure S P D RPN

System reminds a user of a 
now-deceased relative

3 2 7 42

System recommends a car 
advertisement to someone 
who does not drive

2 5 3 30

System raises interest rates 
on user based on automated 
credit scoring algorithm

5 3 1 15

page 26

Failure Modes & 
Effects Analysis 

page 36

Tarot Cards  
of Tech 

page 38

Unintended 
Consequences 

page 28

Flourishing 
Business Model 

Canvas
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Appendix 

Exhibit A: Materiality Matrix from UPS 
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Materiality Matrix 
Assessment

Responsible Strategy

Understanding, clearly articulating, and 
committing to your organisational values is the 
first step to better business planning and more 
responsible metrics. 

What do you value most? 
Start internally, and pragmatically. This might be your craft, your ability to innovate, 
your colleagues and collaborators, the investment, or the opportunity you have.    

And externally, what do you work the hardest to maintain? This might be trust, 
sustainability, reliability, or security. Or it might be reputation, profit margin,  
or pipeline. 

How do these translate into values for your organisation that you can tell  
stories around? 

What behaviours do you value? 
What are the adjectives that describe the ways you or your team achieve things  
when you’re at your best? 

What do you look for and champion in others? 

Who do you value most? 
Who is most important to you — is it your shareholders, investors or stakeholders, 
your workforce, your customers or your clients? 

If it’s your customers or clients, then be specific about which segment: is it the most 
vulnerable, the most engaged, or the most profitable? 

When you need to compromise, who do you feel comfortable benefitting, and who 
do you feel comfortable disadvantaging? 

What value do you create? 
If you know what you value, and who you value, then you need to ask what benefit 
you provide to those people. 

Below are questions that can be used as a starting point for 
decision-making and objective setting that will move your 
organisational, team or product behaviour closer to the 
values you want to uphold.

TECHTRANSFORMEDpage 34

Responsible 
Strategy 
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Tools to get 
started
Unsure where to start? Begin to explore 
by trying one of these three tools that we 
found useful to take the first steps. Any of 
them is perfectly suited to get you started 
with the topic of Responsible tech generally 
and are suited to be used in an inception or 
start of a product.

Ethical Explorer
The Ethical Explorer offers prompts (mostly 
based on the Ethical OS) and guidance which 
can be used in individual settings but also with 
the whole team and stakeholders. It helps you 
to get started thinking about what ethics is 
and the various aspects of risk that might be 
relevant to consider with your product.

Learn more >

Consequence Scanning
Consequence Scanning enables teams to 
not only address the right questions but also 
to empower them to take action to make the 
relevant changes. The structure will be very 
similar and easily adaptable to any team 
that runs agile ceremonies such as team 
retrospectives. 

Learn more >

Tarot Cards of Tech 
Tarot Cards of Tech is a beautifully designed 
set of prompts that open up perspectives and 
help you to take perspectives. They pair well 
with creating HMW statements in ideation, and 
could provide great guiding questions to add to 
your processes.

Learn more >

19

S C A N D A L
T H E

SCANDAL
T H E

What’s the worst headline 
about your product you 

can imagine?
What about your business model 

would concern users most?

In what scenarios could your product 
cause harm or endanger people?

If your product was used entirely 
opposite of how it’s intended, what 

does that look like?

S I R E N
T H E

S I R E N
T H E

What would using
your product "too much" 

look like?
How does your product encourage 
users to engage, and how does it 

make it easy to disconnect?

How does your product respect 
people’s boundaries and the other 

parts of their lives?

In what situations might it be 
inappropriate or distracting to

use your product?

F O R G O T T E N
T H E

F O R G O T T E N
T H E

When you picture your 
user base, who is 

excluded? If they used 
your product, what would 
their experience be like?

Whose perspective is missing
from product development? 

Pretend the opposite of your 
assumptions about your core user
are true—how does that change

your product?

S M A S H  H I T
T H E

SMASH H IT
T H E

What happens when
100 million people use 

your product?
What would mass scale usage of

your product reveal or cause?

How might a community change if 80%
of residents used your product?

 
How could habits and norms change?

B F F s
T H E

B F F s
T H E

If two friends use your 
product, how could it 

enhance or detract from 
their relationship?

How does your product
change or create new ways for

people to interact?

Does your product fill or change
a role previously filled by a person?

S E R V I C E  D O G
T H E

S E R V I C E  D O G
T H E

If your product was 
entirely dedicated to 
empowering the lives

of an underserved 
population, what kind of 
impact could you make?

Who could your product most
directly benefit outside of your 

targeted users?

How would your product
change to better serve them?

RADIO STAR
T H E

Who or what
disappears if your 

product is successful?
Who loses their job?

What other products or services
are replaced?

What industries, institutions or
policies would be affected?

R A D I O  S T A R
T H E

S U P E R F A N
T H E

S U P E R FA N
T H E

How would a community 
of your most passionate 

users behave?
What “rules of engagement” does 

your product rely on, and how might 
these be subverted?

In what ways might the community be 
an asset? In what ways might it 

become a liability?

If your product involves discourse, 
what does positive and negative 

communication look like?

C A T A L Y S T
T H E

C ATA LY S T
T H E

How might cultural 
habits change how your 

product is used? And 
how might your product 
change cultural habits?

What context would an alien
from outer space need to use or 

understand your product?

What social norms, etiquette
or traditions could change because

of your product?

MOTHER NATURE

If the environment was 
your client, how would 
your product change?

What feedback would
the environment give about

your product?

What is the most
unsustainable behavior your

product encourages?

M O T H E R  N A T U R E

B I G  B A D  WO L F
T H E

What could a
"bad actor" do with

your product?
What would predatory and 

exploitative behavior look like
with your product?

What product features are most 
vulnerable to manipulation?

Who could be targeted with
your product?

B I G  B A D  W O L F
T H E

B A C K S T A B B E R
T H E

B A C K S TA B B E R
T H E

What could cause
people to lose trust in 

your product?
What could make people feel

unsafe or exposed?

What mechanisms are in place
for listening to your users?

How will you recognize larger
patterns in feedback so that action

can be taken?

FO
LD

FO
LD
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Responsible technology 
tools in-depth
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Mitigate  
potential risks

Interdisciplinary 
team

1–2 hours  
per activity

What is it?
Threat modeling is a risk based approach to designing secure software based on 
identifying threats and mitigations. Rather than creating and maintaining an exhaustive 
“threat model” we encourage teams to do threat modeling “little and often”.

When should we use it?
Get your teams to all be in the habit of threat modeling every iteration. Bring the software 
delivery team together to brainstorm genuine security threats before they materialize.

Who should be involved?
Involve the whole delivery team in each session, which is to say both technical and non-
technical roles. For example, include business analysts and product managers to raise 
awareness and get the right risk perspectives. It can be the perfect opportunity to get 
insight from someone from the security team, but not required.

Agile Threat Modeling
By Thoughtworks

16 Responsible tech playbook © 2021 Thoughtworks
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Agile Threat Modeling (continued)Our perspective
• Do not bite off too much at once! 

Pick an achievable scope
• Use the STRIDE cue cards to help 

brainstorm, and extend the cards 
with other dimensions (e.g. cards 
highlighted in this playbook)

• Make sure the actions go straight 
into the backlog

Explore further:
Full guide to thread modeling  
(no download required) 
Article by Jim Gumbley; Getting 
started guide for the workshop. 

STRIDE cue cards available in 
Thoughtworks UK, Germany and  
India offices

I’m the user

Possible threat

Data that needs protection

Authorisation boundary

Database
Postgres

Component

Data flow

User

PII

unencrypted

Juice Shop Server
NodeJS

Payment Server
NodeJS

DDosJuice Shop Frontend
React App

$

How does it work?
1. Gather delivery team around a whiteboard for 

frequent, short threat modeling sessions asking:
• What are we building?
• What can go wrong?
• What are we going do about it?

2. Explain and explore by beginning to draw a ‘lo-fi’ 
technical diagram and include:

• Relevant components and users
• How data flows in different directions
• Label networks and boundaries
• Assets important to business value

3. Brainstorm threats using the STRIDE cards
•  Coming up with ways to attack, break or 

frustrate a particular bit of software is threat 
modeling at its essence 

•  Capture the threats that are identified either 
on a board, stickies or online collaboration 
tool (ie. MURAL)

 
4. Prioritize and fix by sharing knowledge that is 

useful for prioritization
•  Team should dot vote about three of the 

riskiest threats
•  Identify which ones are the riskiest and 

document
•  Take action by capturing steps to mitigate in 

your backlog

5. Wrap up and close
• Assign actions to members of the team
• Decide when the fixes could be implemented
•  Try the method again once the initial fixes 

have been delivered

17Responsible tech playbook© 2021 Thoughtworks
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Interdisciplinary 
team

1–2 hours  
per activity

Open up 
perspectives

Mitigate  
potential risks

Consequence Scanning
By Doteveryone (now Open Data Institute)

What is it?
This kit provides workshop activities and materials that help teams consider the intended 
and unintended consequences associated with a technology or a service. It’s a tool that 
can be used for all teams, across any domain. Participants should be as cross functional as 
possible: from technology, design, product, business, as well as users themselves.

It also provides a framework to prioritize issues teams might uncover as a result of the 
workshop.

In a structured session, the following questions are covered:
• What are the intended and unintended consequences of this product or feature?
• What are the positive consequences we want to focus on?
• What are the consequences we want to mitigate?

When should we use it?
It’s designed to fit into the iterative agile process, so is suitable for multiple stages including 
the initial conception, roadmap planning and when new features are introduced.

• It’s easy to use, with very comprehensive instructions
• Try to allow 1.5–2 hours for the session, otherwise it can feel rushed

Plug it into: vision, ideation, implementation, roadmap, or epic-level and project wrap-up 
(for sales follow-up) — make it a habit. It can become part of a team’s normal activity, like a 
retro. The tool is reflective and well-balanced, action orientated, and team-empowering.

Who should be involved?
Core team, user advocates, collaborators such as 
technology or business specialists, senior product 
sponsors, collaborating senior stakeholders.

22

Q1  What are the intended and unintended consequences? 

Q2  What are the positive consequences we want to focus on?

Q3  What are the not-so-positive consequences we want to mitigate?

Prompts:

Below are questions to 
help you think about 
consequences beyond 
user interactions with 
your product.Unintended

Consequence Scanning

Intended

What could this mean for 
wellbeing or relationships?  
Who else does your user 
experience your product with?

What could this mean to the 
consumers of your product? 
Have you considered security, 
reliability, support & monitoring, 
understandability? 

What could this mean to 
people in their professional 
life? How could this affect 
different markets?

What could this mean if 
everyone in the world were 
doing it? How could the 
communities you operate 
within be affected?

TECHTRANSFORMED

doteveryone

Monitor

Influence

Act
Immediate ideas 
and actions for us 

Not in our direct control 
but we want to change or 
influence the outcome

Out of our control but we 
want to understand better 
and explore further

Action Sorting

Ease of implementation vs. Scale of impact

Monitor:
These are 
consequences that 
you cannot control, 
such as political 
climate or global 
trends.

Influence:
Consequences 
that need to be 
handled by other 
stakeholders, 
either within the 
organisation or 
externally, but within 
reachable networks.

Act:
The things the core 
team can take 
forward and action 
immediately. Within 
these, prioritisation 
and time scales 
should be applied.

Lack of Digital 
Understanding

Examples
Digital blindspots - where unclear policies or business 
models lead to disempowerment and lack of trust. (1) 
Findings of the Doteveryone People, Power, Technology reports: “They 
know no one is going to read all those terms and conditions – and so 
you don’t know what rights and information you’re giving away.”

Lack of representation - different experiences are not 
understood by those creating technology and this leads 
to blindspots in how it can affect others. (2) 
Case Study Propublica: “Machine Bias: There’s software used across the 
US to predict future criminals. And it’s biased.” 

Lack of understanding - Those who buy or procure 
technology do not understand how it works or its 
potential consequences. (3) 
Abandoned NHS IT system has cost £10bn so far - Richard Bacon, a 
Conservative member of the committee, said the report was further 
evidence of a "systemic failure" in the government's ability to draw up 
and manage large IT contracts.

TECHTRANSFORMED

Changes in Norms 
& Behaviours

Examples
Changing Behaviour - 5 Ways technology is changing 
behaviour (9)  Digital walls, less patience, searching for a like button 
offline, lack of focus, less safety conscious

Changing Relationships - It's much easier to injure 
friendships online (10)  because of the ease of creating 
misunderstandings electronically. When a friend is going through a rough 
time, not even the most clever emoticon can substitute for a 
heartfelt hug

Changing Social Norms - How mobile dating has (and 
hasn’t) changed our love lives (11)

Changing Language - How Digital Technology Has 
Changed Language (12) The Good, The Bad and The Smiley  

Codifying Societal Bias - Smiley - An Examination of 
Hiring Algorithms, Equity, and Bias. (13) Predictive hiring tools 
can reflect institutional and systemic biases

TECHTRANSFORMED

Unintended 
users & uses

A use not imagined  
When Classical Musicians Go Digital (4) 

Increasing numbers of players are using iPads and laptops 
instead of sheet music, especially now that the latest 
generation of tablets come in the same size as a 
standard score.

Users never imagined  
The Me Too Movement Comes to China (5) 

Assault Victims Use Blockchain To Document Assaults 
After Xi Ping Uses The Great Firewall Censors

TECHTRANSFORMED

Examples

TECHTRANSFORMED

Examples
Automating functions, jobs or sectors - Technology Has 
Already Taken Over 90% Of The Jobs Humans Used 
To Do (14) 

Changing the need for public institutions or services  
What are Coding Bootcamps and Why are they Better 
than Traditional College? (15)

Displacing communities while creating new ones 
Online AA meetings for those who don’t live near 
meetings or are homebound (16)

What does it means to be human? Girl with 3-D 
printed hand hopes to break first pitch record (17)

Displacement

Not providing reliability for everyone - Cheap 
Smartphones Leave the Poor More Vulnerable (6) 
More expensive devices receive much stronger security protections.

Not designing for those with bad intent - Hacked 
Facebook accounts found for sale on the dark web (7)  
If exploited by criminals, security experts warn that the data could be 
used to commit identity theft or blackmail Facebook users with 
compromising information.

Not monitoring for unexpected results - Tumblr booted 
from App Store due to child porn. 
Tumblr released a statement which explained that it discovered content 
during an audit that wasn’t included in the industry database it was using

Not providing support needed - Barriers to Technology 
Adoption in Education (8) 
A serious barrier to technology in the classroom is the lack of effective 
training to teachers and instructors. 

TECHTRANSFORMED

Examples

Weak Reliability, 
Security, Monitoring 
& Support 

TECHTRANSFORMED

Examples
Energy and materials that go into the creation of tech 
that harm the planet. 

“…data centres in the U.S. alone are projected to consume approximately 
73 billion kWh in 2020. Data centre efficiency and sustainability is a 
universal challenge that transcends companies, geographies, and 
workloads – and there’s no simple solution.” (18)

Conflict minerals & Coltan: Tantalum from coltan is used to manufacture 
batteries for electric cars, and in tantalum capacitors it is used in 
electronic products. Coltan mining has helped to finance serious conflict 
in the Democratic Republic of Congo, for example the Ituri conflict and 
the Second Congo War.

The energy usage of people using a technology that 
demands high consumption

Alex de Vries, a bitcoin specialist at PwC,  estimates that the current 
global power consumption for the servers that run bitcoin’s software is a 
minimum of 2.55 gigawatts (GW), which amounts to energy consumption 
of 22 terawatt-hours (TWh) per year—almost the same as Ireland. (19)

Negative impact 
on the planet
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Consequence Scanning (continued)Our perspective
The prompts can be a little abstract 
and hard to connect to. Take time to 
collect the most relevant prompts 
so you can help participants relate. 
You can also use prompts from other 
tools such as Tarot Cards of Tech, 
Ethical Explorer and so on. However, 
it’s an amazing Agile tool that fits well 
together with ceremonies such as 
retros and reviews.

Explore further:
https://www.doteveryone.org.uk/
project/consequence-scanning/

Originally produced by Doteveryone 
(now maintained by the Open Data 
Institute) Attribution - Noncommercial 
ShareAlike 4.0 International  
(CC BY-NC-SA 4.0)

How does it work?
The method has two phases:

Phase 1, Ideation: Different questions and 
prompts to help uncover intended and unintended 
consequences (introduction, quiet time, affinity 
sorting and collecting).

Phase 2, Action: Sort outcomes into categories 
to help define an action plan (action sorting, dot 
voting, discussion and end).

Consider:

• If doing remotely, split into smaller groups  
and use a shared wall or whiteboard for each 
group. Choose a tool that accommodates real 
time collaboration

• Get different perspectives about your focus 
into the room. For example: people who have 
strong opposing views, or have experienced 
this ‘feature’, or who have never encountered 
it before. This helps drive out more richness in 
the analysis

Also include:
•  Your company’s vision, mission and values
•  Other tools or documents that support 

reflection and decisions

19

12

When should you do
Consequence Scanning?

This event should be done in the early stages of product planning and returned to 
throughout development and maintenance.

By doing Consequence Scanning in the earliest stages of product planning and 
development, it will be easier for your team to think critically and candidly about 
what you’re making without being too attached to specific ideas or work that has 
already been completed.

Returning to the event during roadmap planning, and every time a feature is 
introduced, will ensure that new consequences are uncovered and you are still 
delivering on the original intent.

At initial conception

The Agile Planning Onion

During roadmap 
planning

Every time a feature
is introduced

Vision

Roadmap

Release

Iteration

Daily
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Interdisciplinary 
team

1–2 hours  
per activity

Open up 
perspectives

Mitigate  
potential risks

What is it?
A collection of questions, which aim to prompt discussions so that 
teams consider how data is to be collected, shared or used.

Aims:
• Find a balance between data ‘fearing’ and data ‘hoarding’
• Consider impacts on people
• Encourage trust and be transparent

Outcome:
Produce a prioritized and assigned list of actions.

Why use it?
Helps to identify potential ethical issues in data usage, and what 
mitigating actions could be taken.

When? Ideally at the start of a new project, but still helpful later 
With whom? Activity is best for a diverse group.

Data Ethics Canvas
By Open Data Institute

The Open Data Institute defines data 
ethics as:

‘A branch of ethics that evaluates data 
practices with the potential to adversely 
impact on people and society – in data 
collection, sharing and use’

Data ethics relates to good practice 
around how data is collected, used and 
shared. It is especially relevant when data 
activities have the potential to impact 
people and society, directly or indirectly.

For example, an automated data model 
might make decisions about whether 
someone is eligible for a mortgage, or 
what insurance they can be offered. 
And decisions about what data to collect 
– and what to exclude – might affect 
groups in a society.

Data ethics should be addressed 
at all stages:

 � Stewarding data – collecting it, 
maintaining it and sharing it

 � Creating information from that data 
– in the form of products and services, 
analysis and insights, or stories and 
visualisations

 � Deciding what to do – informed 
by information from multiple sources 
along with experience and 
understanding 

Improve project planning 
The canvas helps you to consider 
potential risks and impacts from the start 
of your project. It prompts debate about 
project objectives, intention and impact, 
and helps you consider wider ethical 
issues, relevant laws and regulation. 

Grow impact and trust 
Using the canvas, you can design better 
products and services while addressing 
bias. It helps you examine the impact 
that your data activities can have, 
and mitigate any harmful impacts for 
people and communities.

Complement other ethics guidelines 
The canvas helps to tease out risks 
around a project, without predisposing 
an outcome. It illustrates how one type 
of data activity can have many outcomes 
and consequences, depending on 
context, purpose and organisations 
involved. 

Manage data ethics in the long-term 
The canvas guides how you manage 
and discuss data ethics, and how you 
develop ethical frameworks and guidance 
around your project. It also helps you 
raise awareness of data issues in your 
organisation.

Think about who to involve 
We recommend involving people with 
a range of perspectives – from people 
within your organisation (if you have one) 
to people who may be impacted by 
your project.

Get leaders onboard 
Engage senior people in the process of 
completing the canvas, to support any 
decisions or changes that might emerge.

Consider data literacy 
You could run an introductory session 
about data ethics and key terms before 
completing the canvas, to help people 
understand the context.

You can start anywhere on the canvas 
and complete the sections in any order.

For each section, take time to consider 
your answers. It helps to note them 
on sticky notes and stick them to the 
sections as you go. Where you can, share 
and discuss your responses with others.

When you have completed the canvas, 
outline next steps and ensure there 
is a person responsible for each action.

Share notes about the discussion more 
widely if you can.

 
Tips
� Use the ODI’s online template to 

record your notes and actions

� Complete the canvas in a group with 
a range of people 

� Be sensitive to any power dynamics 
that might be in the room

Completing the Data Ethics Canvas 
is a starting point for transforming how 
your team or organisation handles 
data. To get the most of the tool, we 
recommend the following:

 � Share your notes and actions from 
completing the canvas as widely as 
you can, particularly with people 
affected by how your project collects, 
shares or uses data

 � Review progress made towards 
your actions

 � Monitor the ongoing impact of your 
work on individuals, groups and 
society 

 � Review and update your answers 
on the canvas, eg quarterly or at 
project milestones

 � Run a retrospective or evaluation 
at the end of your project, to review 
your answers on the canvas and 
inform future work

You can share feedback, thoughts 
and ideas about the Data Ethics Canvas 
with the ODI at policy@theodi.org.

The Data Ethics Canvas is also available 
at theodi.org/data-ethics-canvas 
There you can access:

� A print-at-home version of the canvas 

� An online template to use alongside or 
instead of this hard-copy canvas

The Data Ethics Canvas is a tool 
for anyone who collects, shares or 
uses data. 

It helps identify and manage ethical 
issues – at the start of a project that 
uses data, and throughout.

It encourages you to ask important 
questions about projects that use data, 
and reflect on the responses. These 
might be:

� What is your primary purpose for 
using data in this project?

� Who could be negatively affected 
by this project?

The Data Ethics Canvas provides a 
framework to develop ethical guidance 
that suits any context, whatever the 
project’s size or scope.

 
Original source
The Data Ethics Canvas is based on the 
Ethics Canvas, a higher-level framework 
for assessing the ethical implications 
of any project, developed by the ADAPT 
Centre for Digital Content Technology. 
The ADAPT Centre’s Ethics Canvas 
is itself based on the original Business 
Model Canvas by Alex Osterwalder.

What is data 
ethics? 

Why use 
this tool? 

Before you 
get started

How to use 
this tool

What next?

What is the 
Data Ethics 
Canvas?

 
The Data Ethics Canvas is a tool 
for anyone who collects, shares or 
uses data. 
It helps identify and manage ethical 
issues – at the start of a project using 
data, and throughout. It gives a 
framework to develop ethical guidance 
that suits any context.

Methodology and training tools

Data Ethics Canvas

2019-05

This tool is part of the ODI’s wider data toolkit. You can find all 
the tools and resources at theodi.org/tools

This text is licensed under a Creative Commons
Attribution-ShareAlike 4.0 UK. International Licence

The ODI’s 
theory  
of change
We want people who steward 
data, and people who create 
things with it, to act in ways that 
bring about positive impacts. 
Ethical use of data helps to 
improve trust, and bring about 
the best economic and social 
outcomes.
We want to avoid a future where 
data is feared or hoarded. We 
want data to work for everyone.

Find out more at:  
theodi.org/theory-of-change
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Data Ethics Canvas (continued)Our perspective
• Document your notes and actions
• Complete the canvas in a group 

with a range of people
• Be aware of how power dynamics  

in the group might impact the 
exercise

• Revisit the answers and actions 
regularly

Explore further:
https://theodi.org/wp-content/
uploads/2019/07/ODI-Data-Ethics-
Canvas-2019-05.pdf

Produced by the Open Data Institute. 
Licensed under a Creative Commons 
Attribution-ShareAlike 4.0 UK 
International Licence.

Data sources

Your reason for 
using data

Engaging with 
people

Limitations in 
data sources

Communicating 
your purpose

Openness and 
transparency

Sharing data 
with others

Positive effects 
on people

Ongoing 
implementation

Ethical and 
legislative context

Negative effects 
on people

Reviews and 
iterations

Rights around 
data sources

Minimising 
negative impact

Your actions

2019-05

Are you going to be sharing data with other 
organisations? If so, who? 

Are you planning to publish any of the data? 
Under what conditions?

What existing ethical codes apply to your sector 
or project? What legislation, policies, or other 
regulation shape how you use data? What 
requirements do they introduce?

Consider: the rule of law; human rights; data 
protection; IP and database rights; anti-
discrimination laws; and data sharing, policies, 
regulation and ethics codes/frameworks specific 
to sectors (eg health, employment, taxation).

How will ongoing data ethics issues be 
measured, monitored, discussed and actioned?

How often will your responses to this canvas be 
reviewed or updated? When?

What actions will you take before moving 
forward with this project? Which should take 
priority?

Who will be responsible for these actions, and 
who must be involved?

Will you openly publish your actions and 
answers to this canvas?

Where did you get the data from? Is it produced 
by an organisation or collected directly from 
individuals?

Was the data collected for this project or for 
another purpose? Do you have permission to 
use this data, or another basis on which you’re 
allowed to use it? What ongoing rights will the 
data source have?

Are there limitations that could influence your 
project’s outcomes? 

Consider:

 > bias in data collection, inclusion/exclusion, 
analysis, algorithms

 > gaps or omissions in data

 > provenance and data quality 

 > other issues affecting decisions, such as team 
composition

Name/describe your project’s key data sources, 
whether you’re collecting data yourself or 
accessing via third parties.

Is any personal data involved, or data that is 
otherwise sensitive?

What is your primary purpose for collecting and 
using data in this project? 

What are your main use cases? What is your 
business model?

Are you making things better for society? How 
and for whom?

Are you replacing another product or service as 
a result of this project? 

How can people engage with you about the 
project?

How can people correct information, appeal 
or request changes to the product/service? 
To what extent?

Are appeal mechanisms reasonable and well 
understood?

How open can you be about this project? 
Could you publish your methodology, metadata, 
datasets, code or impact measurements?

Can you ask peers for feedback on the project? 
How will you communicate it internally?

Will you publish your actions and answers to this 
canvas openly?

Are you routinely building in thoughts, ideas 
and considerations of people affected in your 
project? How?

What information or training might be needed to 
help people understand data issues?

Are systems, processes and resources available 
for responding to data issues that arise in the 
long-term?

Do people understand your purpose – especially 
people who the data is about or who are 
impacted by its use?

How have you been communicating your 
purpose? Has this communication been clear?

How are you ensuring more vulnerable 
individuals or groups understand?

Which individuals, groups, demographics or 
organisations will be positively affected by this 
project? How?

How are you measuring and communicating 
positive impact? How could you increase it?

Who could be negatively affected by this project?

Could the way that data is collected, used or 
shared cause harm or expose individuals to risk 
of being re-identified? Could it be used to target, 
profile or prejudice people, or unfairly restrict 
access (eg exclusive arrangements)?

How are limitations and risks communicated to 
people? Consider: people who the data is about, 
people impacted by its use and organisations 
using the data.

What steps can you take to minimise harm?

How could you reduce any limitations in your 
data sources? How are you keeping personal and 
other sensitive information secure?

How are you measuring, reporting and acting on 
potential negative impacts of your project?

What benefits will these actions bring to your 
project?

theodi.org/tools  

Data Ethics Canvas

Open Data Institute #DataEthicsCanvas This text is licensed under a Creative Commons
Attribution-ShareAlike 4.0 UK. International Licence

How does it work?
You can start anywhere on the canvas and 
complete the sections in any order.

1. For each section, take time to consider your 
answers. It helps to note them on sticky notes 
and stick them to the sections as you go.

2. Where you can, share and discuss your 
responses with others.

 
3. When you have completed the canvas, outline 

next steps and ensure there is a person 
responsible for each action.

4. Share notes about the discussion more widely 
if you can.
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Interdisciplinary 
team

1–2 hours  
per activity

Open up 
perspectives

Mitigate  
potential risks

What is it?
A set of cards that help you explore the different risk zones that might arise from 
your software product. Using the metaphor of an explorer and risk zones as the 
terrain, imagine the current landscape that your own product or service resides 
in and scout the potential dangers that could lie ahead. It is similar to Ethical OS, 
so both methods should be tried and compared.

• Using metaphors and prompts to help you identify areas where your 
product has risks and the actions you can take to mitigate them

• Can be used in any domain

Why use it?
Encourages thinking beyond the normal project risks by providing questions that 
will open up discussion about identifying what those dangers could be and what 
to do thereafter.

When? Could be used at any stage of product delivery, however the earlier the 
risks are identified the easier they will be to mitigate.

With whom? Should include senior stakeholders during earlier stages of a 
project, while it can also be used during any stage with a cross functional team 
(two or more people).

Ethical Explorer
By Omidyar Network
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Ethical Explorer (continued)Our perspective
The cards are a good iteration to the 
EthicalOS, giving more guidance on 
how to apply it. Further, the imagery 
and metaphors used are well suited 
and encourage people to explore 
the topic. Various examples on how 
to apply the cards, whether tackling 
alone or as group activities, give a 
good rounding.

Tool produced by Omidyar Network 
and Artefact.

Explore further:
https://ethicalexplorer.org/download/

How does it work?
1. Start with a warm up exercise by 

having each participant go through 
the cards independently, and then 
share with the group an example of 
a product that has potential risk that 
could go under one or more of the 
risk zones.

2. Continue by getting the participants 
to think about which of the risk 
zones the product or service could 
fall under. Have them pick up to 
three of the zones.

3. Next, pick the top zone or zones 
chosen by the group, and begin to 
brainstorm using the prompts on the 
back of the cards.

4. Discuss the results and ask the 
group ‘How could this affect the 
product/service over time? Which is 
most detrimental?’

5. Decide how to prioritize issues by 
dot voting: You might ask ‘Which 
has the most detrimental effects? 
Which is easier to change?’

6. Brainstorm on ways to mitigate  
those issues as a group and steps 
toward those actions.

FO
LD

FO
LD

FO
LD

FO
LD

FO
LD FO

LD
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Senior 
stakeholders

Interdisciplinary 
team

Open up 
perspectives

Mitigate  
potential risks

2–4 hours for  
3–5 risk zones

What is it?
EthicalOS is a toolkit for business, product and tech to shape strategy, 
process and values of a company, its products and services. It is similar 
to Ethical Explorer, so both methods should be tried and compared.

It includes:

• A checklist of eight risk zones
• 14 future scenarios to make risk zones more tangible
• Instructions on how to use risk zones and scenarios in a  

workshop context
• Strategic measures towards ethical tech
• Custom use cases

Why use it?
EthicalOS is a strategy toolkit that works best in a discovery or  
advisory stage with major client stakeholders involved. 

However it could also be used:

• To prepare for a project in any phase (even sales) to articulate 
concerns and create tangible scenarios for undesirable futures

• To access existing solutions and understand risk areas to pay 
attention to

Ethical OS
By Omidyar Network’s Tech and Society Solutions 
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How does it work?
1. Begin by choosing a technology, product or feature you’re working on.

2. Identify the risk zones and questions related to each zone that is most relevant to the team and the 
technology you’ve chosen. Use this checklist to get started with questions to ask the team.

3. Use the questions to kickstart conversations within the team or organization.

4. Ask: “How can we start to correct or mitigate these risks?”

5. Document and begin to write out actions that could then be prioritized. Also consider at this stage:
• What are the hardest or biggest threats?
• Strategies that could help mitigate
• Who needs to come on board before moving forward?

Ethical OS (continued)Our perspective
• Build the checklist into your product 

design requirements
• Distribute your top questions to 

your leadership and advisors to get 
their input

• Post the questions in forums or 
places where they will be kept top 
of mind

• Collect resources and seek out 
experts around your top risk areas 
to inform your strategy and design

• Revisit the checklist whenever 
you’re starting development or 
planning to scale a new product or 
service

Explore further:
www.ethicalOS.org

EthicalOS is an initiative by the 
Omidyar Network’s Tech and Society 
Solutions Lab 

https://omidyar.com/responsible-
technology-2/

“When something of massive consequence happens that no one 
predicted, we often say it was simply unimaginable. But the truth is, 
nothing is impossible to imagine. When we say something was 
unimaginable, usually it means we failed to point our imagination in the 
right direction.” 

—Jane McGonigal, Institute for the Future

Remember: Don’t get caught up in 
whether a scenario is likely or even 
possible. Just pick one and go with it.

© 2018 Institute for the Future and Omidyar Network. (CC BY-NC-SA 4.0). SR-2005  |   ethicalOS.org 17

Addiction & 
the Dopamine 
Economy

Scenario 2:  Are you ready for a world in which …

Conversation bots have been trained to imitate specific 
people, using data sets collected from public social media 
posts. These bots are deployed across social media networks, 
email, and text messages in super-targeted, super-personalized 
propaganda campaigns. They are highly effective in changing 
opinions and driving action, as personalized messages 
appearing to be from real friends, family, and favorite celebrities 
are more influential than advertisements.
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Mitigate  
potential risks

Interdisciplinary 
team

Initial run for  
4–8 hours

What is it?
FMEA is a risk-based approach used by designers and engineers to design, build and 
run more resilient, reliable systems. It uses qualitative descriptions and quantitative 
scoring to calculate failure criticality and risk priority of potential failures (security, 
privacy, availability, performance, ethics) for analysis and prevention. It helps identify 
and prevent failures in multiple domains.

Why use it?
Human beings are not very good at facing possible catastrophes and not very creative 
in considering how the things we design might fail. The FMEA process helps by defining 
all the possible ‘bad’ outcomes and potential failures and helps us to determine the way 
in which each failure might happen so that we can prevent it.

When? When product or service concepts are being developed and whenever changes 
or decisions needs to be made. Initial run is four to eight hours, updates are about two 
hours. Moderate to difficult (requires a facilitator with experience)

With whom? Entire team (tech, design, BA, QA, SMEs); three to six is ideal, not more 
than six.

Failure Modes &  
Effects Analysis
By American Society for Quality (ASQ) 

Failure S P D RPN

System reminds a user of a 
now-deceased relative

3 2 7 42

System recommends a car 
advertisement to someone 
who does not drive

2 5 3 30

System raises interest rates 
on user based on automated 
credit scoring algorithm

5 3 1 15
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How does it work?
1. Define potential failure modes — describe how the system can fail.

2. Understand consequences of failures — the impact that the failures have on its users.

3. Identify possible causes and ratings — the possible mechanisms by which the failures occur, and the 
probability and detectability of the failures or causes.

4. Evaluate risk criticality and priority — identify appropriate designs and controls to mitigate or prevent 
the failures.

• Can be done with Mural-type canvas and a Google Docs worksheet
• Part of understanding a system’s overall risk profile
• It’s important to use prompts and examples to facilitate thinking at each step along the way

Failure Modes & Effects Analysis (continued)Our perspective
It’s a general method coming from  
the engineering sector and follows 
general principles from many other 
tools (e.g. agile threat modeling). 
However, while the core principles are 
a strength, it it needs to be further 
adjusted to work in your own process 
and context. Tools and templates exist 
but the language needs updating to 
work in the software environment.

Explore further:
https://asq.org/quality-resources/
fmea provides downloadable 
resources, detailed guides and 
examples. 

Originally produced and used by 
the U.S. Armed Forces and then the 
U.S. National Aeronautics and Space 
Administration (NASA) - the method 
is now supported by the American 
Society for Quality.

Failure S P D RPN

System reminds a user of a 
now-deceased relative

3 2 7 42

System recommends a car 
advertisement to someone 
who does not drive

2 5 3 30

System raises interest rates 
on user based on automated 
credit scoring algorithm

5 3 1 15
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What is it?
The Flourishing Business Model Canvas is an extension of the 
Business Model Canvas. It broadens conversations beyond 
feasibility, viability and desirability of a business, product or service 
to also consider economic, social and environmental aspects.

The canvas promotes collaboration with a diverse range of 
stakeholders and values through 16 questions – enabling alignment 
on key strategic decisions and create a common language.

Why use it?
• To understand the broader economic, social and environmental 

impacts when evaluating new business, product or service 
opportunities

• If you are comfortable working with Business Model Canvases 
this canvas is a little more complex due to the increased scope

Flourishing 
Business Model 
Canvas
By Flourishing Enterprise Institute 

Unpack 
stakeholder values

Open up 
perspectives

1–2 hours  
initially

Senior 
stakeholders

When? In the early stages of your project or product lifecycle

With whom? The number of people who will need to participate will depend 
highly on the complexity and potential stakeholders who may be affected. 
Both internal and external stakeholders should be consulted, for example 
customers, community and environmental advocacy groups
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Our perspective
The Flourishing Business Model 
Canvas provides a useful tool to 
consider and take into account 
potential economic, social, and 
environmental impacts of a business 
holistically. Identifying and engaging 
all affected stakeholders to validate 
thinking might be the most challenging 
aspect of this method.

Explore further:
http://www.flourishingbusiness.org/
the-toolkit-flourishing-business-
canvas/

How does it work?
The tool can be used in a similar way as the Business Model Canvas, and helps to not only focus on ‘doing 
well’, but also on ‘doing good’.

• The canvas could initially be completed in a two to three hour collaborative workshop. It can then be 
continuously evolved through lean experiment and ongoing stakeholder validation

• It serves as a key tool to rapidly prototype and iterate on their business models
• The canvas allows businesses to start with their core values, striving to be flourishing entrepreneurs, 

and then allows them to design and test potential models

A case study of Dear Green Coffee putting the Flourishing Business Model into practice can be found in this 
blog post.

Flourishing Business Model Canvas (continued)

The Flourishing Business Canvas was created by the team members of the Flourishing Enterprise Innovation Toolkit Project  
© Antony Upward / Edward James Consulting Ltd., 2014 All Rights Reserved www.FlourishingBusiness.org Images used with 
permission. If you use the canvas, get in touch with them about licensing. Workshop photos © Holonomics, www.holonomics.co.

Simon Robinson and Maria Moraes Robinson from 
Holonomics developing new flourishing business 
models with executives from the energy sector in Brazil.
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Mitigate 
potential risks

Interdisciplinary 
team

1–2 hours  
per activity

What is it?
InterpretML is an open-source library that enables  
stakeholders to understand and explain the predictions of 
machine learning models. Its goal is to debunk the trade-off 
between predictive power and explainability. InterpretML 
provides state of the art methods (extending beyond LIME and 
SHAP) for demystifying an existing model’s behavior, in addition 
to building brand new, transparent models.

InterpretML capabilities:

• Build ‘glassbox’ models that are explainable from the 
ground up and even editable by domain experts

• Users can also bring their own blackbox models and 
conduct post hoc explainability analysis

• Develop explanations for overall (global) model behavior  
as well as individual (local) predictions

• Drill down into subsets of predictions and conduct 
counterfactual (what-if) experiments

• Incorporate complementary frameworks for AI fairness 
such as Fairlearn and AIF360

InterpretML
By Microsoft Research 

Why use it?
For developers and data scientists, ML interpretability is often crucial for 
debugging models, ensuring responsible predictions, and even protecting against 
adversarial attacks. For management and regulators, these tools help clarify 
product trustworthiness and support auditing for regulatory compliance. 

When? Especially vital for high-risk applications (e.g. safety-critical or impacting 
social inequality).

With whom? Team members with Python knowledge and context about the data.

InterpretML: Local Explanation

InterpretML: Explainable Boosting Machine (EBM) analysis
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How does it work?
1. Follow the Getting Started guide for InterpretML.

2. Consider starting with InterpretML’s glass-box models such as an Explainable Boosting Machine (EBM). 
Some benchmarks have shown that EBMs are even comparable to popular high-performance models 
such as XGBoost!

3. Alternatively, bring your own arbitrary model then run post-hoc black-box explainers (e.g. SHAP Kernel 
Explainer) to analyze model behavior.

4. Analyze local and global explanations.

5. Using the InterpretML dashboard, conduct what-if investigations interactively by editing data points and 
visualizing new outcomes and explanations.

Interpret ML (continued)Our perspective
InterpretML makes Responsible 
AI convenient and accessible to 
stakeholders without advanced 
statistics knowledge, while still 
remaining technically rigorous. 

We would particularly like to see 
modern glass-box models coming 
to the forefront, with the hope that 
AI performance and explainability 
no longer have to be necessarily 
antithetical. 

As interpretability can be relevant to 
issues of fairness, we recommend 
adding depth to your analyses and 
even algorithmically mitigating 
unfairness by integrating with fairness 
frameworks such as Fairlearn where 
applicable.

Complementary Tools: Fairlearn,  
IBM AI Fairness 360, PRESC,  
Google What-If Tool

Explore further:
https://interpret.ml

InterpretML is licensed by Microsoft under the MIT License

Analysis and images based on the Adult Income Dataset from Dua, D. and Graff, C. (2019). UCI Machine Learning Repository  
[http://archive.ics.uci.edu/ml]. Irvine, CA: University of California, School of Information and Computer Science.

InterpretML: Investigating the impact of a feature (Capital Gains in this example) for predicting the income of 
an individual. Data sample proportions are also automatically displayed for each rule.
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Interdisciplinary 
team

Senior 
stakeholders

Up to 4 hours 
initially

Unpack 
stakeholder values

Materiality Matrix Assessment
What is it?
Materiality is the principle of identifying the social, economic and environmental 
issues that matter most to your company and your stakeholders. A materiality 
matrix will help with the visualization of the findings and insights of a materiality 
assessment.

A common way of organizing the matrix includes plotting the economic, social 
and environmental topics considering their importance to external stakeholders 
and their impact on the business (internal stakeholders).

Why use it?
The exercise is aimed at engaging stakeholders to find out how important 
specific economic, environmental and social issues are to them. The insights 
gained can then be used to guide strategy and communication, and tell a more 
meaningful sustainability story. 

When? It can be particularly valuable at the start of a new project or product, or 
can be used as a recurring assessment, e.g. quarterly or yearly.

With whom? Stakeholders and the internal cross functional team.

It helps provide a holistic overview of the impact the business has not only in an 
economic context, but also on social and environmental issues.

8 
 

Appendix 

Exhibit A: Materiality Matrix from UPS 

 

 

 

 

 

 

 

 

 

 

UPS Materiality Matrix
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How does it work?
1. Start identifying your internal and external stakeholders who can provide a meaningful perspective on 

the company’s sustainability strategy.

2. Identify and prioritize which sustainable indicators you want to use. For example: Economic (e.g., profit, 
revenue, company turnover); Social (e.g., labor statistics, community impact) and Environmental (e.g., 
water consumption, waste management).

3. Design your Materiality Survey. The stakeholders will rate the importance and impact of each sustainable 
indicator on a numerical scale (e.g.; 1–5 or 1–10).

4. Launch your survey and start collecting insights.

5. Create the Materiality Matrix based on the survey responses.

6. Share your results and put the insights into actions.

Materiality Matrix Assessment (continued)Our perspective
The tool is most valuable when the 
company can get insights from both 
internal and external stakeholders. 
Create a list of relevant stakeholder 
groups who can provide a meaningful 
perspective on your company’s 
sustainability strategy. Take into 
account both internal (i.e., executive 
leadership, regional managers, 
employees) and external contacts  
(i.e., trade associations, key customers, 
NGOs) so you can evaluate a wide 
range of perspectives across the  
value chain.

Explore further:
Detailed guides available

https://us.anteagroup.com/en-us/
blog/7-basic-steps-conducting-
successful-materiality-assessment

https://www.stern.nyu.edu/sites/
default/files/assets/documents/
NYUSternCSBSustainabilityMateriality 
_2019_0.pdf

Nestlé Materiality Matrix

8Creating Shared Value and Sustainability Report 2020 AppendixGRI IndexResponsible sourcing Human rights and the UNGPRFOur material issues and the SDGs

Focusing on our 
material issues 
We conduct a formal materiality analysis 
every other year to ensure we prioritize the 
issues that have the biggest impact on the 
economy, society and the environment, and 
that matter most to our stakeholders.

The materiality process
Our comprehensive materiality analysis is carried 
out every two years. This helps us to identify the 
economic, social and environmental issues that 
matter most to our business and our stakeholders. 
Conducting a thorough analysis in this way not 
only helps identify issues to be covered in our 
reporting but also supports decisions on where to 
focus internal resources.

Our 2020 materiality assessment
In 2020, we strengthened our materiality process 
when we fully integrated the assessment with 
Nestlé’s Enterprise Risk Management process. The 
move ensured that wider sustainability issues were 
incorporated into the risks and opportunities being 
considered across the company. 

The assessment was undertaken by an 
independent third party to ensure complete 
confidentiality and impartially. It was co-led 
internally by Public Affairs and Group Risk 
Management. After a research and planning 
stage, 72 key internal and external stakeholders 
were interviewed and asked to score issues by 
importance to them. 

The final results were plotted on a materiality matrix 
(see below) with their position relative to the degree 
of stakeholder interest and potential business 
impact. Although these are the material issues 
facing our business, they should not be viewed 
in isolation. They are increasingly interconnected 
and can often impact each other. That is why we 
are moving more toward an integrated, holistic 
approach to managing sustainability.

See the definitions of our material issues and  
how they map across our value chain.

CommunitiesPeople and pets Maximizing long-term valuePlanet

Animal welfare

Biodiversity

Cyber security
Acquisitions and investments

Zero waste

Diversity and inclusivity

Accessible nutrition

Data privacy

Human rights

Responsible sourcing

Bottled water and water stewardship

Retailer relationships

Geo-political and economic context

Product regulation/taxation

Responsible marketing 
and brand communication

Business ethics

Community relations

Talent attraction and retention

Climate and decarbonization

Changing consumer behaviors
Product packaging and plastic

Innovative business models

Digital and technology

Nutritional value of portfolio

Competitiveness and productivity

Product quality and safety

MajorSignificantModerateNegligible

Impact on Nestlé’s success – internal stakeholders
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Interdisciplinary 
team

Senior 
stakeholders

1–2 hours

What is it?
Seven questions that can be used as a starting point for decision-making and objective 
setting that will move your organizational, team or product behavior closer to the values 
you want to uphold. Facilitates how values might become real, by translating them into 
principles and measurable KPIs and cross-checking for unintended consequences. 

A useful questionnaire that can carve out fundamental building blocks for other discovery 
and delivery methodologies like Lean Value Tree or OKR.

Why use it?
Understanding, clearly articulating, and committing to your organizational values is the 
first step to better business planning and more responsible metrics. Principles and KPIs 
can provide a guide for the collective responsibility of those within the organization for the 
products they put into the world.

When? Project start (e.g. add-on to normal vision and mission session)

With whom? Team and management

Use as a starting point for decision-making and objective-setting to move closer to the 
values you want to uphold in the organization and/or project.

Responsible Strategy
By Doteveryone (now Open Data Institute)

Unpack 
stakeholder values

Your vision and purpose is the compass for your 
organisation. The next step is to provide a guide 
for the collective responsibility of those within 
the organisation for the products they put into 
the world.  

Responsible Digital Metrics

Does your vision, purpose or values help you to 
articulate the intended consequence of a product? 

What are the unintended consequences of your vision, 
purpose, or values as they steer your product 
decisions? (if you decide to take an action based on your 
values, what else might happen as a result?) 

From what you’ve identified above, can you turn your 
values into clear guiding principles for your product(s)?

How do you want people in your organisation to do this? 
(what are the responsibilities of your teams?)

What would success of this principle look like? (If your 
product does this, what do you want the result to be?)

How will you measure this? (What is the KPI of a 
successful product principle implementation?)

Principles provide a framework for decision making at all levels 
in an organisation. They reflect a company’s beliefs, values, and 
overall vision. For principles to become real, they need to 
ultimately translate into KPIs that help you to measure if you 
are accomplishing your vision according to your values. 

1

2

3

TECHTRANSFORMED

Responsible Strategy

Understanding, clearly articulating, and 
committing to your organisational values is the 
first step to better business planning and more 
responsible metrics. 

What do you value most? 
Start internally, and pragmatically. This might be your craft, your ability to innovate, 
your colleagues and collaborators, the investment, or the opportunity you have.    

And externally, what do you work the hardest to maintain? This might be trust, 
sustainability, reliability, or security. Or it might be reputation, profit margin,  
or pipeline. 

How do these translate into values for your organisation that you can tell  
stories around? 

What behaviours do you value? 
What are the adjectives that describe the ways you or your team achieve things  
when you’re at your best? 

What do you look for and champion in others? 

Who do you value most? 
Who is most important to you — is it your shareholders, investors or stakeholders, 
your workforce, your customers or your clients? 

If it’s your customers or clients, then be specific about which segment: is it the most 
vulnerable, the most engaged, or the most profitable? 

When you need to compromise, who do you feel comfortable benefitting, and who 
do you feel comfortable disadvantaging? 

What value do you create? 
If you know what you value, and who you value, then you need to ask what benefit 
you provide to those people. 

Below are questions that can be used as a starting point for 
decision-making and objective setting that will move your 
organisational, team or product behaviour closer to the 
values you want to uphold.

TECHTRANSFORMED

TECHTRANSFORMED

by: doteveryone

Start with values
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How does it work?
1. Most likely integrate into inception 

phase

2. Either do one-to-one interviews or 
give as “homework” to team

3. Collect answers in group session 
and consolidate

4. Document and make transparent 
going further in the project to 
underpin decisions

5. Review midway through the project.

Responsible Strategy (continued)Our perspective
• Creates deep understanding of 

underlying organizational principles 
and values

• Groundbreaker for further 
facilitation

• Identify KPIs connecting progress 
on vision to value

• Good to include early in the process 
as well as with key-stakeholders

• Be aware, the open question 
format needs to be structured and 
condensed

Explore further:
Question sheet: https://www.tech-
transformed.com/download/1008/

Review your values and metrics 
https://www.tech-transformed.com/
strategy/

Produced by Doteveryone (now 
maintained by the Open Data 
Institute).

Attribution-Non-Commercial-Share-
Alike 4.0 International (CC BY-NC-SA 
4.0);

Your vision and purpose is the compass for your 
organisation. The next step is to provide a guide 
for the collective responsibility of those within 
the organisation for the products they put into 
the world.  

Responsible Digital Metrics

Does your vision, purpose or values help you to 
articulate the intended consequence of a product? 

What are the unintended consequences of your vision, 
purpose, or values as they steer your product 
decisions? (if you decide to take an action based on your 
values, what else might happen as a result?) 

From what you’ve identified above, can you turn your 
values into clear guiding principles for your product(s)?

How do you want people in your organisation to do this? 
(what are the responsibilities of your teams?)

What would success of this principle look like? (If your 
product does this, what do you want the result to be?)

How will you measure this? (What is the KPI of a 
successful product principle implementation?)

Principles provide a framework for decision making at all levels 
in an organisation. They reflect a company’s beliefs, values, and 
overall vision. For principles to become real, they need to 
ultimately translate into KPIs that help you to measure if you 
are accomplishing your vision according to your values. 

1

2

3

TECHTRANSFORMED

Responsible Strategy

Understanding, clearly articulating, and 
committing to your organisational values is the 
first step to better business planning and more 
responsible metrics. 

What do you value most? 
Start internally, and pragmatically. This might be your craft, your ability to innovate, 
your colleagues and collaborators, the investment, or the opportunity you have.    

And externally, what do you work the hardest to maintain? This might be trust, 
sustainability, reliability, or security. Or it might be reputation, profit margin,  
or pipeline. 

How do these translate into values for your organisation that you can tell  
stories around? 

What behaviours do you value? 
What are the adjectives that describe the ways you or your team achieve things  
when you’re at your best? 

What do you look for and champion in others? 

Who do you value most? 
Who is most important to you — is it your shareholders, investors or stakeholders, 
your workforce, your customers or your clients? 

If it’s your customers or clients, then be specific about which segment: is it the most 
vulnerable, the most engaged, or the most profitable? 

When you need to compromise, who do you feel comfortable benefitting, and who 
do you feel comfortable disadvantaging? 

What value do you create? 
If you know what you value, and who you value, then you need to ask what benefit 
you provide to those people. 

Below are questions that can be used as a starting point for 
decision-making and objective setting that will move your 
organisational, team or product behaviour closer to the 
values you want to uphold.

TECHTRANSFORMED
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Interdisciplinary 
team

Open up 
perspectives

1–2 hours  
per activity

What is it?
The Tarot Cards of Tech are a brainstorming exercise to encourage 
creators to think about the true outcomes technology and products can 
create, from unintended consequences to opportunities for positive 
change. Each card contains a provocation, covering topics such as: 

Usage. How could your product impact cultural habits and relationships? 
How could your product be used in ways (or by people) you haven’t 
considered? 

Equity and access. What users are excluded? What would their  
experience be like? 

Scale and disruption. What would using your product ‘too much’ look  
like? What would you change if your client was Mother Nature?

Why use it?
To expand your thinking on the impact your product / technology can have 
from differing perspectives, to drive teams to make intentional decisions.

When? This tool would be great at early stages of product ideation (e.g. 
during an inception). Could also be used at the ‘inception’ and ‘epic’ level.

With whom? Include the whole team — including stakeholders.

Tarot Cards of Tech
By Artefact

S C A N D A L
T H E

SCANDAL
T H E

What’s the worst headline 
about your product you 

can imagine?
What about your business model 

would concern users most?

In what scenarios could your product 
cause harm or endanger people?

If your product was used entirely 
opposite of how it’s intended, what 

does that look like?

S I R E N
T H E

S I R E N
T H E

What would using
your product "too much" 

look like?
How does your product encourage 
users to engage, and how does it 

make it easy to disconnect?

How does your product respect 
people’s boundaries and the other 

parts of their lives?

In what situations might it be 
inappropriate or distracting to

use your product?

F O R G O T T E N
T H E

F O R G O T T E N
T H E

When you picture your 
user base, who is 

excluded? If they used 
your product, what would 
their experience be like?

Whose perspective is missing
from product development? 

Pretend the opposite of your 
assumptions about your core user
are true—how does that change

your product?

F O R G O T T E N
T H E

F O R G O T T E N
T H E

When you picture your 
user base, who is 

excluded? If they used 
your product, what would 
their experience be like?

Whose perspective is missing
from product development? 

Pretend the opposite of your 
assumptions about your core user
are true—how does that change

your product?

F O R G O T T E N
T H E

F O R G O T T E N
T H E

When you picture your 
user base, who is 

excluded? If they used 
your product, what would 
their experience be like?

Whose perspective is missing
from product development? 

Pretend the opposite of your 
assumptions about your core user
are true—how does that change

your product?

S M A S H  H I T
T H E

SMASH H IT
T H E

What happens when
100 million people use 

your product?
What would mass scale usage of

your product reveal or cause?

How might a community change if 80%
of residents used your product?

 
How could habits and norms change?

B F F s
T H E

B F F s
T H E

If two friends use your 
product, how could it 

enhance or detract from 
their relationship?

How does your product
change or create new ways for

people to interact?

Does your product fill or change
a role previously filled by a person?

S E R V I C E  D O G
T H E

S E R V I C E  D O G
T H E

If your product was 
entirely dedicated to 
empowering the lives

of an underserved 
population, what kind of 
impact could you make?

Who could your product most
directly benefit outside of your 

targeted users?

How would your product
change to better serve them?

RADIO STAR
T H E

Who or what
disappears if your 

product is successful?
Who loses their job?

What other products or services
are replaced?

What industries, institutions or
policies would be affected?

R A D I O  S T A R
T H E

S U P E R F A N
T H E

S U P E R FA N
T H E

How would a community 
of your most passionate 

users behave?
What “rules of engagement” does 

your product rely on, and how might 
these be subverted?

In what ways might the community be 
an asset? In what ways might it 

become a liability?

If your product involves discourse, 
what does positive and negative 

communication look like?

C A T A L Y S T
T H E

C ATA LY S T
T H E

How might cultural 
habits change how your 

product is used? And 
how might your product 
change cultural habits?

What context would an alien
from outer space need to use or 

understand your product?

What social norms, etiquette
or traditions could change because

of your product?

MOTHER NATURE

If the environment was 
your client, how would 
your product change?

What feedback would
the environment give about

your product?

What is the most
unsustainable behavior your

product encourages?

M O T H E R  N A T U R E

B I G  B A D  WO L F
T H E

What could a
"bad actor" do with

your product?
What would predatory and 

exploitative behavior look like
with your product?

What product features are most 
vulnerable to manipulation?

Who could be targeted with
your product?

B I G  B A D  W O L F
T H E

B A C K S T A B B E R
T H E

B A C K S TA B B E R
T H E

What could cause
people to lose trust in 

your product?
What could make people feel

unsafe or exposed?

What mechanisms are in place
for listening to your users?

How will you recognize larger
patterns in feedback so that action

can be taken?
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Our perspective
It’s a short session, easily possible, 
and the cards provide a good range 
of provocations. At times the cards 
could do with more clarity but do 
well to trigger conversations. Ensure 
there’s a balance between ‘worst-case 
scenarios’ and ‘good opportunities’ —  
even though the ‘evil’ cards like 
Backstabber seem to generate more 
thinking and conversation. 

Explore further:
(cards available) 
http://tarotcardsoftech.
artefactgroup.com/

Produced by Artefact.

How does it work?
This is a brainstorming exercise, intended to generate conversation so teams think bigger picture and 
longer term about the products they put out into the world.

1. Download and print the cards.

2. Break into smaller groups - we divided up the cards among the groups by theme.

3. Pick a card and read to the group - card contains a provocation to help teams see a product from 
different perspectives.

4. Discuss the questions it poses, taking notes (for playback!)

5. Share back with broader group, and remember to capture any actions out of the discussion.

You may want to consider:

• Breaking into small groups and holding a  
playback discussion

• How will you take actions based on your findings —  
make a plan

• Pick the most relevant cards and do a deep dive

How could you apply this?

• During design process, or persona creation
• For strategy or new ideas, especially during  

design sprints
• Brainstorming negative consequences
• Out of the box thinking / out of the ordinary
• Noticing blind spots
• Identifying edge cases/behavior

Tarot Cards of Tech (continued)

Workshop at the Humane Tech Berlin Group
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Interdisciplinary 
team

Open up 
perspectives

1–2 hours  
per activity

Unintended  
Consequences
By Hyper Island

What is it?
In this workshop, groups examine the unintended consequences of new technologies and 
use those to inspire potential business opportunities. The workshop builds on the idea 
of “unintended consequences” as a starting point for generating ideas. It looks beyond 
the common understanding of new technologies, challenging participants to discover 
unexpected potential and how it might be harnessed. For instance, Instagram was created 
as a virtual photo album for smartphones, but through the human connection between 
the people who use it, it has the potential to affect something as deep as our grieving and 
healing process, as a recent example of this widowed writer shows.

Why use it?
Use this tool to demonstrate what happens when products are not built responsibly. This 
tool will convince your team to consider ethics, create sense of urgency to look at potential 
areas in your solutions and make ethics a priority in your organization.
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Our perspective
• You can run this workshop to 

uncover some of the possible 
ramifications of your new business 
plan or idea

• To do that, in step two, skip listing 
new technologies or businesses, 
and explain your solution to the 
group, including your identified 
challenges

• After this workshop, many patterns 
emerge regarding how technology 
or business can potentially harm 
society. Participants generally 
reflect on their new business 
model, but not on unintended 
consequences of them. As there 
are not many tools that bring this 
discussion to the fore, particularly 
in connection with business 
models, this is a big plus

Explore further:
http://toolbox.hyperisland.com/
unintended-consequences

Produced by Hyper Island.

How does it work?
1. Begin by organizing the team into small groups of three to five. Introduce the purpose of the activity 

by sharing an example or getting the groups to share their own, relating stories about unintended 
consequences in technology.

2. Give groups five minutes to create a list at least five new technologies or businesses, such as Netflix, 
Instagram, Google Maps, etc. To add a level of challenge, have participants list only technologies widely 
used by demographics other than their own. Write them down on post-its (one per post-it).

3. Next, ask participants to brainstorm: for each of the new technologies or businesses they should 
speculate on at least three unintended consequences. For example Netflix was just supposed to be an 
easy and convenient streaming service, but it has led to new behaviors like ‘binge watching’. Encourage 
the participants to think creatively and stress that there are no right answers. Ask them to write them 
down on post-its (one per post-it). After 10 minutes ask each group to share their ideas.

4. In smaller groups, for each of the unintended consequences, suggest a new possible business model. 
For example Netflix could invent a new business model where users can watch shows for free if they 
watch only one episode each day, or pay a premium for their binge behavior. When ideating, welcome all 
ideas as there are no bad ideas. After 12 minutes ask the group to gather and share their most interesting 
new business models with the group.

5. Ask the participants to reflect on the most unexpected and most viable new business model and why? 
They can also reflect what this exercise taught them about ideation and new business models.

Unintended Consequences (continued)
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Continuing the 
Responsible  
tech journey
There are many more approaches and 
methods than we’ve covered in-depth.  
Here, we showcase some of them.
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Promising approaches
Polarity Thinking 
Most ethical practice will lead to tensions between competing values. These polarities 
(sometimes also called wicked problems, complex problems, dilemmas, paradoxes, 
tensions etc.) cannot be solved like a conventional “problem,” i.e. working out which of the 
two options is the “solution” and then going for it. Instead, they need to be managed in a 
“different” way. Methods and mindsets based on Polarity Management, which was made 
popular by Barry Johnson in the nineties, can help with this. 

Explore further:
Polarity Thinking* Polarity Mapping Overview by Neesa Sweet
http://braidedrivergroup.com/wp-content/uploads/2011/04/Polarity-Thinking-
Overview.pdf

Barry Johnson (2014). Polarity Management: Identifying and Managing Unsolvable 
Problems. HRD Press.

Hands on POLARITY THINKING - Leveraging Difference for Innovation by Coreative 
https://www.wearecocreative.com/pot-of-gold
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Promising approaches
Humane Design Guide 
The Human Design Guide by Center for Humane Technology explores how we can 
build technology that doesn’t exploit but does supports us. A worksheet to help you 
take meaningful steps towards designing a more humane product and to identify where 
investing in a deeper understanding of human nature will yield further benefits. It leads 
you through an assessment of the six human sensitivities and helps you take action with 
your team. It has two pages, one to assess the current state of your product and one to 
ideate on. 

While the worksheet isn’t the answer to all problems, the whole field around Humane 
Design is an important field that makes one more aware on how we want to define our 
relationship with technology.  

Explore further:
https://humanetech.com/designguide/

Humane by Design (https://humanebydesign.com/) provides a resource that provides 
guidance for designing ethically humane digital products through patterns focused on user 
well-being.
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Promising approaches
Speculative design / provocations 
This is especially interesting for designers. Normally, design and designers are problem solvers, 
focused on making a product better or more beautiful, or to make a process more efficient, but 
here, instead of solving problems, they pose them. 

Design is used to imagine how that future might be entirely different, to make scenarios 
experienceable that help to illuminate (or make visible) moral, ethical, political and aesthetic 
problems. How does this idea work for a black guy? A white woman? For a child in a wheelchair? 
For a very rich — or for low-income family? Who else is going to be touched by this innovation?  

Explore further:
https://uxplanet.org/can-speculative-design-make-ux-better-design-trend-4-4-
ce8d13148e5d
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Promising approaches
Bracketing 
Bracketing is a method used in qualitative research to mitigate the potentially deleterious 
effects of his or her presuppositions, biases, assumptions, theories, or previous 
experiences. 

This method can also be used during the development process. Designers and developers 
make notes, like architecture decision records (ADR), whenever they sense that one of 
their own biases might have influenced their decision. Such a list can then later be be 
used for a wider discussion as well as to check and alter algorithmic outcomes.  

Explore further:
https://www.researchgate.net/publication/257924681_Bracketing_in_Qualitative_
Research
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Promising approaches
Participatory design methodology 
Previous examples have mostly been tools, whereas participatory design is more of a 
methodology and philosophy of how to design. The main takeaway is participants being far 
more involved — more than just asking them what they want, in PD users are owners of the 
content and process. This recognizes that users are the experts, we are facilitators helping 
them get their answers and ultimately they should have more power in product design.

Explore further:
https://en.wikipedia.org/wiki/Participatory_design
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Other emerging approaches 
to explore
Our guide is not a definitive list, and there are a growing number of methods and tools available. Continue your 
journey of responsible and ethical tech development by exploring these additional tools and resources. 

Click on the links to explore  

• AI Blindspot Cards by MIT Media Lab — identifying blindspots  
during planning, building and deploying of an AI product

• AI Ethics Cards by IDEO — a collection of questions, methods and 
examples that help interdisciplinary teams stay human-centered

• Bracketing in research — used in qualitative research to mitigate the 
potentially deleterious effects that may taint the research process

• Ethics Canvas by the ADAPT Centre for Digital Content Technology — 
adapted from Alex Osterwalder’s Business Model Canvas

• Equity-Centered Community Design Field Guide by Creative 
Reaction Lab — an equity-centered problem solving process focused 
on co-creating with the community

• Futures Wheel by Jerome C. Glenn — brainstorm the tertiary 
unintended or unforeseen effects of a product

• Inverted Behaviour Model by Katherine M. Zhou — invert BJ 
Fogg’s Behaviour Model by designing for the unintended behavior

• Ethical and Rights-Based AI Approaches by BKC for Internet & 
Society — a map of the various AI principles and guidelines

• Needs & Collateral by Katherine M. Zhou — helps to identify 
negative collateral and undesirable side-effects for users

• Privacy by Design by Ann Cavoukian — it calls for privacy to be 
taken into account throughout the whole engineering/design 
process

• Green Patterns: Helping Users Make More Sustainable Choices  
by Tim Frick

• Systemic Design Framework by UK Design Council
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Further reading
The following online resources offer more valuable perspectives on the field of 
responsible and ethical technology, and plenty of food for thought.

Click on the links to explore  

• Ethical and Rights-Based AI Approaches by BKC for Internet & 
Society — an overview map of Ethical AI approaches

• IEEE’s Ethically Aligned Design: Prioritizing Human Wellbeing with 
Autonomous and Intelligent Systems

• Guide to Responsible tech: How to Get Involved & Build a Better 
Tech Future by All Tech is Human

• Teaching Responsible Computing Playbook by Mozilla

• The Business Case for AI Ethics by All Tech is Human

• A general Ethical & Humane-Tech Reading List
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Continue the conversation
If you’ve tried any of these tools we would love to hear 
how it went. Send us an email, or use the form to suggest 
another method that you think we should include here. If 
you need some help, or have questions, we would be happy 
to set up a workshop to help you in a more tailored way,  
our goal is to further support and catalyze successes in  
this field.

Contact us by email:
RTteam@Thoughtworks.com
Use this form to submit another method or tool.

© 2021 Thoughtworks

mailto:RTteam%40Thoughtworks.com?subject=
https://forms.gle/5et3ds1137fqpUQa6
https://thoughtworks.com

	Contents
	Foreword
	Our mission
	What is Responsible tech?
	Responsible tech: why it matters 
	Responsible tech tools and practices
	Responsible tech in the development lifecycle
	Choosing the right tools
	Methods and tools Index
	Tools to get started
	Responsible technology tools in-depth
	Agile Threat Modeling
	Consequence Scanning
	Data Ethics Canvas
	Ethical Explorer
	Ethical OS
	Failure Modes & Effects Analysis
	Flourishing Business Model Canvas
	InterpretML
	Materiality Matrix Assessment
	Responsible Strategy
	Tarot Cards of Tech
	Unintended Consequences
	Continuing the Responsible tech journey
	Promising approaches
	Polarity Thinking
	Humane Design Guide
	Speculative design/provocations
	Bracketing
	Participatory design methodology

	Other emerging approaches to explore
	Further reading
	Acknowledgments


Accessibility Report

		Filename: 

		Responsible Tech Playbook RGB final.pdf



		Report created by: 

		Tyler Bishop, Speakout Test, tbishopelectra@gmail.com

		Organization: 

		



 [Personal and organization information from the Preferences > Identity dialog.]

Summary

The checker found no problems in this document.

		Needs manual check: 2

		Passed manually: 0

		Failed manually: 0

		Skipped: 1

		Passed: 29

		Failed: 0



Detailed Report

		Document



		Rule Name		Status		Description

		Accessibility permission flag		Passed		Accessibility permission flag must be set

		Image-only PDF		Passed		Document is not image-only PDF

		Tagged PDF		Passed		Document is tagged PDF

		Logical Reading Order		Needs manual check		Document structure provides a logical reading order

		Primary language		Passed		Text language is specified

		Title		Passed		Document title is showing in title bar

		Bookmarks		Passed		Bookmarks are present in large documents

		Color contrast		Needs manual check		Document has appropriate color contrast

		Page Content



		Rule Name		Status		Description

		Tagged content		Passed		All page content is tagged

		Tagged annotations		Passed		All annotations are tagged

		Tab order		Passed		Tab order is consistent with structure order

		Character encoding		Passed		Reliable character encoding is provided

		Tagged multimedia		Passed		All multimedia objects are tagged

		Screen flicker		Passed		Page will not cause screen flicker

		Scripts		Passed		No inaccessible scripts

		Timed responses		Passed		Page does not require timed responses

		Navigation links		Passed		Navigation links are not repetitive

		Forms



		Rule Name		Status		Description

		Tagged form fields		Passed		All form fields are tagged

		Field descriptions		Passed		All form fields have description

		Alternate Text



		Rule Name		Status		Description

		Figures alternate text		Passed		Figures require alternate text

		Nested alternate text		Passed		Alternate text that will never be read

		Associated with content		Passed		Alternate text must be associated with some content

		Hides annotation		Passed		Alternate text should not hide annotation

		Other elements alternate text		Passed		Other elements that require alternate text

		Tables



		Rule Name		Status		Description

		Rows		Passed		TR must be a child of Table, THead, TBody, or TFoot

		TH and TD		Passed		TH and TD must be children of TR

		Headers		Passed		Tables should have headers

		Regularity		Passed		Tables must contain the same number of columns in each row and rows in each column

		Summary		Skipped		Tables must have a summary

		Lists



		Rule Name		Status		Description

		List items		Passed		LI must be a child of L

		Lbl and LBody		Passed		Lbl and LBody must be children of LI

		Headings



		Rule Name		Status		Description

		Appropriate nesting		Passed		Appropriate nesting




Back to Top

